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Summary. Alternative methods for partitioning the geno- 
type-by-environment interaction, for an arbitrary num- 
ber of genotypes or environments, were examined. Parti- 
tioning of the interaction is important  in order to 
determine the nature of the interaction. Two methods of 
partitioning were examined; both separated the interac- 
tion into two types: (1) due to heterogeneous variances or 
(2) due to imperfect correlations. Method 1 was based on 
heterogeneity among environments in the scaling of dif- 
ferences among genotypes. Method 2 was based on het- 
erogeneity among genotypes in the scaling of differences 
among environments. Any remaining interaction arises 
from deviations from the perfect positive correlation of 
genotypic rankings among environments (Method 1) or 
of environmental rankings among genotypes (Method 2). 

Method 1 is more appropriate for random genotypes 
that are to be tested in either fixed or random environ- 
ments. With Method 1, the interactions that arise mainly 
from heterogeneity of genotypic scaling among environ- 
ments are generally unimportant. However, if environ- 
ments are fixed and interactions are mainly due to imper- 
fect correlations of rankings, specialized lines may be 
indicated for each environment. Method 2 is more useful 
in evaluating fixed genotypes for sensitivity to random 
environments. A partitioning of the interaction into that 
due to the type of interaction within each genotype was 
shown to be useful in that situation. 

Key words: Interactions - Stability Sensitivity - Cluster- 
ing - Similarity coefficient 

Introduction 

The importance of genotype-by-environment interac- 
tions in the context of plant and animal breeding is well 
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recognized (see Freeman 1973 for extensive review; Kang 
1990). Statistical methods for detecting these interactions 
are abundant (Freeman 1973; Lin et al. 1986). However, 
once an interaction has been detected, it is equally impor- 
tant to determine its nature. 

The interaction sum of squares can be separated into 
two parts, that associated with heterogeneous genetic 
variances measured in each environment and that due to 
differences in genetic correlations of the same trait mea- 
sured in different environments. This partitioning was 
first shown by Robertson (1959) and extended by Dicker- 
son (1962), Yamada (1962), Cockerham (1963), Eisen and 
Saxton (1983), and Yamada et al. (1988). In contrast, Moll 
et al. (1978) partitioned the interaction into that due to 
heterogeneous environmental variances measured for 
each genotype and that due to differences in environmen- 
tal correlations between genotypes. In either case, the 
interaction can be separated into that due to differences 
in scale and that due to imperfect correlations or changes 
in rank. In the first case, the scales and correlations are 
genetic, whereas in the second case, the scales and corre- 
lations are environmental. 

The purpose of this paper is to examine alternative 
methods for partitioning of the interaction to determine 
if one is more appropriate or informative than the other 
for a given situation and to extend the method of Moll 
et al. (1978) to allow separation of those effects for each 
genotype. 

Statistical methods 

Partitioning the interaction into two types 

In the extreme case, an interaction can be exclusively due to 
either a change in scale or rank. For a change in scale only, the 
genotypic values change proportionally from environment to 
environment, whereas for a change in rank only, the scale re- 
mains the same. However, most interactions exhibit characteris- 
tics of both types of interaction. This is especially true with 
multiple genotypes or environments where a partitioning is use- 
ful in quantifying the proportion of the interaction sum of 
squares due to each type. 
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Assume an experiment in which either genotypes, environ- 
ments, or both were random, and that each of g genotypes was 
reared in e environments. Performance on n individuals within 
each combination was measured. The model for analysis is: 

Yijk  = ~ 4- G~ + E j  + GEij + e0j)k 
i =  l , . . . , g ;  j = l , . . . , e ;  k =  l , . . . , n  

where Yijk is the performance of the kth individual in the jth 
environment of the ith genotype. Expected mean squares for 
interaction and within sources of variation are given in Table 1. 
Compositions of the expected mean squares for environment 
and genotypes are not given since each depends on whether the 
other factor is fixed or random. Furthermore, their compositions 
are irrelevant in the present context. 

The total sum of squares for the G x E source of variation is 
computed as 

g e 
SS(G x E) = n Z  Z(Yi j  - Yi.. - Y.j. + Y...)2 (1) 

i j 

and by principle of symmetric differences (Casella and Berger 
1990, p 237-8) 

e g g  
= n Z Z Z  (Ri j  - -  Ri,j)2/2 g 

j ig- i '  

where Ri~ = x[ij ' - Yi.. - Y.j. + ~ . . ,  and after symplifying 
e g g  

S S  ( G  x E )  = n Z Z E  [CV~ij. - Y i . . )  - -  (Vlri' j .  - -  ~lri" . .)12/2 g 
j i , e i  ' 
g g 

= n Z Z  [S 2 + S 2 - 2  Sw]/2 g 
i ~ i '  

T a b l e  1. Analysis of variance and expected mean squares 

Source df Sum of Mean Expected 
squares square mean square 

Environ- e-1 
ments (E) 

Genotypes (G) g-1 
G x E  (g-1)(e-l) SS MS(GE)  a2+n~2~ 

(G x E) 

Individuals ge (n-l) SS MS (E) a 2 
within (within) 

e e 
where Si 2 = )2(~(ij. - Yi )2 and Sly = )Z (~ij  - ~-i..) (Yi'j. - xVi,..) 

J J 
or re-expressed in terms of correlations 

g g 
SS(G x E) = n 5~3~ [(S~ - S~,) 2 + 2(1 - rii,) S~S~,]/g (2) 

i < i '  

= n ( S  i _ g.)2 + 2 ~,SZ (1 -- rii, ) S i Si,/g (3) 
i < i '  

where 

S~ = ~/S 2, S. = Zl  S]g,  and rw = Sii,/Si Si,. 

Note that criz = S2/(e - i) is the variance among environments 
within the ith genotype. For the special case of n = 1 and 9 = 2, 
these results are as given by Moll et al. (1978). This method of 
computing the sum of squares will hereafter be referred to as 
Method 2. 

By similar argument and expansion on subscript j, rather 
than i, Eqs. 2 and 3 could have been formulated as: 

e e 
SS (G x E) = nY~)2 [(Zj - Zj,) 2 + 2(1 - rjj,) Zj Zj,]/e (2') 

j < j '  

2 e e 
= n  (Zj - Z ) 2  + 2 5 2  (1 - r j j , )Z jZ j , / e  (3') 

�9 j < j '  

where 
g g 

Z 2 = Z (~lrij" _ ~lz.j ) 2  Z j j ,  = Z ( x ~ i j .  - -  Y . j  .)(xVrij," - -  Y . j ,  ,),  
i i 

Zj = , , f ~ ,  Z = ~ j  Z / e  and rjj, = Zjr /Z i Zi,. 

Note that a~ = Z~/(g - 1) is the variance among genotypes with- 
in the jth environment. This method of computing the sum of 
squares will hereafter be referred to as Method 1. This formula- 
tion for Method 1, although in terms of sums of squares, is 
analogous to the formulations of Cockerham (1963, p 88), 
Robertson (1959), Dickerson (1962), and Yamada (1962) in terms 
of variances and covariances. 

With either method of analysis, the sum of squares for the 
genotype-by-environment interaction can be partitioned into 
two types of interaction: (1) due to heterogeneity in scaling of 
either genetic or environmental effects (HV), and (2) due to devi- 
ations from a perfect positive correlation (IC) of genotypic rank- 
ings among environments (Method 1) or of environmental rank- 
ing among genotypes (Method 2), as shown in Table 2. 

Partitioning interaction into two types within genotypes 

With fixed genotypes or lines and random environmental effects, 
further partitioning of the interaction into that due to each 

Table 2. Sum of squares of alternative partitioning of the genotype-by-environment interaction 

Type of interaction Method 1 a Method 2 b 

Heterogeneous variances: SS (HV) 

Imperfect correlation: SS (IC) 

Total: SS (G x E) 

e 
n 2 (Zj - Z )  2 

J 

2n ~ (1 - rjj,) [Zj Zj,]/e 
j < j '  

g e 

n i~ j~. (Yij .--  Y i . . -  x~.j. + ~...)2 

g 
n Z ( S  i _ ~)2 

i 

2n ~ (1 -- rii,)SiSi,/g 
i< i '  

g e 
n ~  j~. (~zi j . -Yi .  - -x / . j .+~r . . . )  2 

a 2 Y . j . )  , Zj j ,  (Yis ' - -  Y j . )  (~Tij, ' - -  ~1 r j, .),  r j j ,  = Z j j , / [ Z j  Z j , ]  
i i 
e e 

Si ~ = E ( ? , . - Y  2 i . . )  ' Sii '  = ~ (~ffij. Y i . . )  ( Y i ' j .  - -  x~ i ' . . ) ,  r i i '  = S i i ' / [S i  Si ' ]  
J J 



Table 3. Sum of squares for partitioning of the genotype-by-en- 
vironment interaction sum of squares into types of interaction 
within fixed genotypes based on Method 2 

Geno- 
type 
i 

Type of interaction" Total 

Heterogeneous Imperfect correla- 
variances tions 
SS (HV) i SS (IC)~ 

1 n~2 ($1-Si,)2/2g n Z  (1-rli,)S1Si,/g SS(GxE)I 
i',e J. i ':~l 

2 n •  (S2-Sr)e/2g n 2  (l-rev)SzSi,/g SS(GxE)z 
i'@2 i'g-2 

i n ~  (Si-Si , )2/2g n ~  ( l - r l i , )S iSi , /g  S S ( G x  E)i 

g nY', (Sg-Si,)Z/2g nY~ (1-rgi,)SgSi,/g SS(GXE)g 
i'=~g i ' r  

Total SS (HV) SS (IC) SS (G x E) 

e Y . e 
a 8 2 = Z(  ij. --  g i  .)2 and rli, = Z(Yu. - Yi..)(Yi'j. - Yi'..)/ 

J J 
SiSi, 

genotype and type of interaction within genotypes is desirable to 
compare their relative stabilities. 

For Method 2, the interaction sum of squares associated 
with any given pair of genotypes is: 

SS (G x E)i i, = n [(S i - Si,) 2 --}- 2(1 - rii, ) S i Si,]/g. (4) 

This sum of squares can be further partitioned into parts associ- 
ated with heterogeneous variance, SS (HV)ii,, and that due to 
imperfect positive correlation of the pair, SS ( I C ) i i ,  , i.e., 

SS (HV)w = n (S, - Sv)2/g (5) 

SS(IC)i i, = 2n(1 - rii, ) S i Si,/g (6) 

The sum of squares for the ineraction of the ith genotype 
with all other genotypes is: 

S S ( G x E ) i =  ~ S S ( G x E ) i i ,  = k S S ( H g ) i i ,  '~ k SS(]C)il ,  (7) 
i':~i i'g,i i',~i 

= SS (HV)i + SS (IC)i 

Thus, each genotype interaction sum of squares can be parti- 
tioned into that due to heterogeneous variances, SS (HV)~, and 
that due to imperfect correlations, SS (IC)i, as shown in Table 3. 

The equivalent partitioning for Method 1 would separate 
the interaction into that due to each environment, but is gener- 
ally not useful. 

D i s c u s s i o n  

Because the partitions of the sum of squares were not 
constructed as the sum of squared deviations, the parti- 
tions are not distributed as chi-squares, and test of signif- 
icance have not been developed. Nevertheless, partition- 
ing of the interaction is important  to conceptualize the 
interaction and to provide breeders with information 
necessary for deciding on alternative breeding strategies. 
For  example, if the nature of the interaction is due to 
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differences in scaling only, the interaction is not impor- 
tant to the breeder. 

Partitioning interaction into two types 

With Method 2, Moll et al, (1978) refers to the first parti- 
tion as that due to differential responsiveness or differen- 
tial environmental sensitivity among the entires, while 
the second partition is due to differences in correlation 
among pairs of entries. In contrast, with Method I the 
first partition is associated with the degree of interaction 
due to scale, while the second partition is associated with 
the genetic correlation of the same trait measured in al- 
ternative environments. The problem of which method to 
use depends on the question being asked. The types of 
questions being addressed by breeders can generally be 
grouped by which factors are fixed or random. 

Genotypes fixed, environments random. If genotypes are 
fixed and environments are random, the problem is either 
(1) to identify the genotype that is most 'stable' or (2) to 
choose the genotype that gives optimal performance av- 
eraged across the sampling space of environments, or 
both. If the objective is only the latter, the solution is 
simple, i.e., choose the genotype that gives optimal per- 
formance averaged across environments. However, for 
the following discussion, it will be assumed that the 
breeder is also interested in the more complex problem of 
stability. The merit of stability is particularly important  
in lesser developed countries where highest average yield 
may not be as important  as having a 'guaranteed' yield. 
In that situation, one attempts to draw conclusions re- 
garding stability of production of fixed genotypes in all 
possible environments in the sampling space from which 
the sample environments was derived. For  example, 
genotypes may be exposed to a sample of environmental 
effects, such as locations or years, but the inference space 
is to all locations or years in the region of interest. 

If the interaction is significant, the scaling partition of 
Method 2 indicates the magnitude of the interaction due 
to the differential environmental sensitivity of the geno- 
types. Neither partition by Method 1 relates to this ques- 
tion. Thus, partitioning by Method 2 is more appropriate 
for this situation. However, with more than two geno- 
types, neither method of partitioning is particularly use- 
ful since recommendations among the fixed genotypes 
cannot be made. Further partitioning of each type into 
that due to each genotype is required, as discussed later. 

Genotypes random, environments fixed. If genotypes are 
random and environments are fixed, the problem is to 
determine if there is genetic variability for adaptation to 
specific environments. In this case, the first partition of 
Method 2 simply indicates the presence of differential 
genetic variability for environmental sensitivity, while the 
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second partition gives little useful information. In con- 
trast, with Method 1, if the majority of the interaction is 
due to the first partition, i.e., variation among environ- 
ments in the scaling of genetic effects, the interaction is 
generally considered to be unimportant  since the ranks of 
the genotypes remain constant across environments. But, 
if the interaction is mainly due to the second partition, 
i.e., deviations from a perfect positive correlation of geno- 
typic ranking among environments, a specific breeding 
recommendation can be made. Specialized genotypes or 
lines should be developed for each environment since 
re-ranking of genotypes in alternative environments is 
occurring. Thus, partitioning by Method 1 is more ap- 
propriate for this situation. 

Genotypes random, environments random. With both fac- 
tors random, only a general breed or single cultivar can 
be developed since a fixed environment cannot be provid- 
ed. A general breed could be developed by measuring 
individuals in a random sample of environments from the 
inference space of environments. Since such a program is 
costly, the problem is to determine if selection based on 
performance in one environment is adequate to improve 
average performance across environments or, alterna- 
tively, can a general breed or cultivar be developed that 
will perform well over the inference space of environ- 
ments by selecting in just one environment? If an interac- 
tion is due only to heterogeneous scaling of genetic ef- 
fects, the best genotype will remain the best in all 
environments since re-ranking of genotypes generally 
did not occur in alternative environments, and thus 
performance needs to be measured only in one environ- 
ment. However, if the correlation of genotypes among 
environments is seriously imperfect, the evaluation of 
genotypes averaged over a random sample of environ- 
ments is essential, as stressed by Dickerson (1962) and 
Yamada (1962). Partitioning by Method I provides a 
breakdown based on these criteria, whereas Method 2 
does not. 

Genotypes fixed, environments fixed. If both factors are 
fixed, the solution is simple: choose the genotype that 
gives the optimal performance in each specific environ- 
ment. 

Thus, different questions are addressed with the alter- 
native methods, differential environmental sensitivity of 
genotypes as opposed to differential scale of the geno- 
types in different environments. Partitioning by Meth- 
od 2 is more appropriate for addressing questions posed 
with fixed genotypes, while Method 1 is more appropri- 
ate for random genotypes. 

Numerical examples. Comparison of analysis and inter- 
pretation based on each method will be based on two 
hypothetical sets of data. Computations are simplified by 

Table 4. Hypothetical data for two types of genotype-by-envi- 
ronment interactions 

Case Genotype Environment 

t 2 3 4 5 

1 a A t0 11 12 13 14 
B 10 9 8 7 6 

2 b A 8 9 10 11 12 
B 12 11 10 9 8 

" The ranks of the genotypes remain the same, but the magni- 
tude of the differences between the genotypes differs among 
environments 
b The ranks and magnitude of the genotypes change among 
environments 

Table 5. Sums of squares from alternative partitioning of the 
genotype-by-environment interaction for example data" 

Type of Case 
interaction 

t 2 

Method t Method2 Method t Method2 

Heterogeneous 20.0 0.0 5.6 0.0 
variances 

Imperfect 0.0 20.0 14.4 20.0 
correlation 

Total 20.0 20.0 20.0 20.0 

Method t is based on heterogeneity among environments in 
the scaling of differences among genotypes; Method 2 is based 
on heterogeneity among genotypes in the scaling of differences 
among environments. The remaining interaction is ascribed to a 
deviation from a perfect positive correlation of genotype rank- 
ings among environments (Method t) or of environmental rank- 
ings among genotypes (Method 2) 

calculating the total sum of squares for interaction and 
the sum of squares for the first partition. The sum of 
squares for the second partition is then found by subtrac- 
tion. 

Hypothetical data, for which n = 1, are presented in 
Table 4 for two cases: (1) ranks of genotypes remain the 
same, but the magnitude of differences between geno- 
types differs among environments; (2) ranks and magni- 
tude of differences between genotypes change among en- 
vironments. Analysis for each case and method is 
presented in Table 5. Clearly, each method gives greatly 
different results. Note particularly the reversal in sum of 
squares between methods for Case 1. Interpretation is 
also entirely different for each method. For  Case 1, both 
genotypes show response to the environment, but in op- 
posite directions. Thus, partitions based on Method 2 
indicate equal responsiveness, with all of the interaction 
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due to imperfect correlations of environmental  rankings 
among genotypes, i.e., environmental  rankings of the two 
genotypes are completely reversed. However,  Method 2 
also gives the same result for Case 2, even though the 
genotypes change in ranks within environments. This 
existed because the responsiveness of the genotypes to 
environments was still the same. In contrast, Method 1 
gives different results for the two cases. In the first case, 
all of the interaction is due to heterogeneous variances, 
and a correct conclusion is that no re-rankings of geno- 
types across environments occurred. In the second case, 
Method I gives a mixed signal, with the majority (72%) 
of the interaction being attributed to imperfect correla- 
tions. This result occurred because genotypic ranks 
changed in all but Environment  3. These examples clearly 
illustrate that, dependent on the purpose of the research, 
correct partitioning and interpretation must be used. 

Partitioning interaction into two types within genotypes 

As discussed previously, with genotypes fixed and envi- 
ronments  random, the problem is to identify 'stable' 
genotypes. Method 2 is appropriate  in this situation but, 
for more than two genotypes, simple partitioning of the 
interaction into two types is not very useful since recom- 
mendations among the fixed genotypes cannot be made. 
Further partitioning of the interaction into that due to 
genotype and type of interaction within each genotype is 
needed. 

Many procedures for the analysis of fixed genotypes 
with respect to their stability have been developed (Kang 
1990; Lin et al. 1986; Lin and Butler 1990). Graphical  
methods of classifying cultivar responsiveness to environ- 
ments were presented by Mooers  (1921). Yates and 
Cochran (1938), Finlay and Wilkinson (1963), and Moll 
et al. (1978) developed statistical methods to facilitate 
those comparisons. Their procedure is to use the mean 
performance of all genotypes in that  environment, called 
the environmental  or site value, as a quantitative measure 
of the relative productivity of that  environment. The lin- 
ear regression coefficient of observed means, for any 
given genotype, on site values is used as a measure of that 
genotype's sensitivity, and the overall mean indicates 
general adaptability. Although the genotype-by-environ- 
ment  interaction is also parti t ioned into parts with their 
procedure, that  associated with linear regression and re- 
sidual, the utility of those partitions is to determine if the 
interaction can be characterized by linear associations. If 
deviations from the linear regression are significant, the 
relationship between yield and site value is nonlinear for 
some genotypes. In that case, the comparison of linear 
regression coefficients may give erroneous conclusions. 
Parti t ioning of the interaction in that manner  is not relat- 
ed to the partitions presented in this paper. Note  also that 
analysis of either case given in Table 4 by the regression 

method of Finlay and Wilkinson (1963) yields indetermi- 
nate results because all site values are the same. 

Line t  al. (1986) noted at least three concepts of stabil- 
ity. Of these, they recommended either of the following 
definitions. (1) A genotype is considered stable if its re- 
sponse to environmental  effects is parallel to the mean 
response of all genotypes in the trial, i.e., low SS (G x E)i. 
(2) A genotype is stable if the among-environment  vari- 
ance is small, i.e., SiZ/(e - 1) is small. 

The interaction sum of squares due to the ith geno- 
type, SS (G x E)i, measures stability based on the first 
definition. Although formulated differently, this estimate 
is equivalent to the statistic given by Wricke (1962). How- 
ever, such statistics are only pertinent relative to other 
genotypes included in the study. 

Similarly, the sum of squares, SS (G x E)ii,, is an effec- 
tive measure of similarity between pairs. If SS (G x E)i ~, = 0, 
the responses of the genotypes parallel each other. As 
SS (G x E)i i, becomes larger, the responses become more 
dissimilar. This indicator is equivalent to the coefficient 
given by Abou-E1-Fittouh et al. (1969). 

The decomposit ion of SS (G x E)i v into that due to 
SS (HV)ii, and SS(IC)I i, is convenient for multi-criteria 
clustering procedures. Lefkovitch (1985) suggested a sim- 
ilar, though nonorthogonal ,  decomposit ion into that due 
to pattern distance, 2(1-r i~  ), and Frechet distance 
(Yi..-Yi'..) + ( S i - S i ' )  as defined by Dowson and 
Landau (1982). Lefkovitch (1985) used these measures to 
from clusters of common genotypes. 

Partit ioning of the interaction sum of squares by 
genotype and type of interaction is desirable because the 
SS (IC)i statistic is a coefficient of stability. Because the 
statistic incorporates both environmental  correlations 
between genotypes, r~,, and their environmental  vari- 
ances, o .2 = S ~ / ( e -  1), the statistic includes aspects of 
both concepts of stability recommended by Lin et al. 
(1986). If either ril, = 1 or o.~ = 0 then SS (IC) i = 0 and the 
genotype is considered stable. As rii, declines or a 2 in- 
creases, SS (IC)i will increase. This result is particularly 
true for negative values of ril,. Thus, SS (IC)i is a more 
informative indicator of nonstability than SS (G x E)~ be- 
cause the latter is a measure of nonparallelism due to any 

Table 6. Performance of six genotypes reared in five random 
environments 

Genotype Environment 

1 2 3 4 5 

1 3.00 4.25 5.50 6.75 8.00 
2 2.00 3.60 5.00 6.50 8.00 
3 1.00 2.75 4.50 6.25 8.00 
4 6.00 5.75 5.50 5.25 5.00 
5 5.00 5.00 5.00 5.00 5.00 
6 4.00 4.25 4.50 4.75 5.00 
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Table 7. Sums of squares for partitioning of interaction sum of squares of performance data given in Table 6 into types within crosses 
and common genotypes of crosses 

Genotype Type of interaction Total Environmental 
variance 

Heterogeneous variances Imperfect correlations 

i i' SS (HV)i ~, SS (HV)i SS (IC)iv SS (IC)~ SS (G x E)i~, SS (G x E)~ cr~ 

1 2 0.052 0.000 0.052 
1 3 0.208 0.000 0,208 
1 4 0.833 1.042 t.875 
1 5 1.302 0.000 1.302 
1 6 0.833 3.228 0.000 1.042 0.833 4.270 3.906 

2 1 0.052 0.000 0.052 
2 3 0.052 0.000 0.052 
2 4 1,302 t.250 2,552 
2 5 1.875 0.000 1.875 
2 6 1.302 4.583 0.000 1.250 1.302 5.833 5.625 

3 1 0.208 0.000 0.208 
3 2 0.052 0.000 0,052 
3 4 1.875 1,458 3.333 
3 5 2.552 0.000 2.552 
3 6 1.875 6.562 0.000 1.458 1.875 8.020 7.656 

4 1 0.833 1.042 1.875 
4 2 1.302 1.250 2.552 
4 3 1.875 1.458 3.333 
4 5 0.052 0.000 0.052 
4 6 0.000 4.062 0.208 3.958 0.208 8.020 0.156 

5 1 1.302 0.000 1.302 
5 2 1.875 0.000 1.875 
5 3 2.552 0.000 2.552 
5 4 0.052 0.000 0.052 
5 6 0.052 5.833 0.000 0.000 0.052 5.833 0.000 

6 1 0.833 0.000 0.833 
6 2 1.302 0,000 1,302 
6 3 1,875 0.000 1.875 
6 4 0.000 0.208 0.208 
6 5 0.052 4.062 0.000 0.208 0.052 4.270 0.156 

Total 28.330 7.916 36.246 

cause while the former is particularly associated with a 
genotype that responds in a different direction to com- 
mon environmental  effects (negative qi,) or which is high- 
ly sensitive to environmental  effects (large 62). See Free- 

man (1973) or Lin et al. (1986) for other methods of 
sensitivity analysis. 

Numerical example. Hypothetical data, given in Table 6, 
will be used to demonstrate the utility of this partitioning. 
The example was devised such that genotypes 1, 2, and 3 
were equally well adapted to good environments but var- 
ied somewhat in their response to poor environments, 
with genotype 3 being the most diminished by poor envi- 
ronments. Genotypes 4, 5, and 6 were moderately adapt- 
ed to all environments. Genotype 4 was the only line that 
was better adapted to poor than good environments. 

Thus, genotypes 3 and 4 were the most different in their 

responses. 
Part i t ioning for each genotype and pair is given in 

Table 7. From the marginal values, SS(G x E)i, geno- 
types 3 and 4 were identified as least stable, and geno- 
types i and 6 were identified as most stable. However, 
these comparisons failed to show that genotype 4 re- 
sponded in the opposite direction to all others and that 
genotype 5 was in fact the most stable since it was invari- 
ant. Comparisons based on environmental  variability, 
~ ,  identified genotype 5 as the most stable but also gave 
identical low rankings for genotypes 4 and 6. In contrast, 
comparisons based on SS (IC)i were more informative. 
Genotype 4 was identified as most different in its re- 
sponse while genotype 5 was identified as most stable. 
These results illustrate the inadequacies of other single 



alternative definitions of stability as discussed by Lin 
et al. (1986). 

Biological examples 

An example appropriate for method 1. An example of an 
experiment with genotypes random and environments 
fixed was reported by Muir (1986). In that experiment, 
genotype-by-production environment interaction in 
poultry was examined. Commercial breeders of poultry 
make selections based on production of birds housed in 
single-bird cages, while producers house improved birds 
in multiple-bird cages. Due to competitive effects that 
exist in multiple-bird cages, but not in single-bird cages, 
the potential exists for a strong genotype-by-environment 
interaction to develop. Because the inference is only to 
the two known environmental effects, single- versus multi- 
ple-bird (nine-bird) cages, environments are fixed. Geno- 
types consisted of sire families that were split and reared 
in each environment. Since differences between genotypes 
were random, the inference space was to all genotypes of 
that breed, and the effect is considered random. In that 
paper, a genotype-by-cage environment interaction was 
reported for the trait 'days survival', which is the number 
of days a bird survives from day of housing. However, 
whether the interaction was due to a re-ranking of geno- 
types or simply due to a change in the variance was not 
determined. This interaction was re-analyzed and parti- 
tioned by Method 1 (Table 8). 

The outcome shows that 63% of the interaction was 
due to imperfect correlations. Thus re-ranking of geno- 
types occurred in the two environments. Although a test 
of significance is not possible, the data strongly suggest 
that breeders should evaluate performance in multiple- 
bird cages to improve performance of that trait in pro- 
duction environments. 

An example appropriate for method2. An example of an 
experiment with fixed genotypes and random environ- 
ments was provided by the classical experiment of Yates 
and Cochran (1938). In that report, five barley cultivars 
were grown at six experiment stations over 2 years. At 
each location and year, three samples were taken. While 
locations and years were both random environmental 
effects, the results were summed, for simplicity, over sam- 
ples and years (Table 9). A significant location-by-cultivar 
interaction was detected. Analysis by Methods 1 and 2, 
for comparison, are given in Table 10. Analysis by Meth- 
od 2 indicates that approximately equal proportions of 
the interaction sum of squares are due to differential 
sensitivity and imperfect correlations. In contrast, results 
from Method 1 indicates that the majority of the interac- 
tion (78 %) is due to imperfect correlations. These results 
infer that, if possible, major environmental effects should 
be identified. Thereby, the dominant part of the environ- 
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Table 8. Partitioned sum of squares, based on Method 1, of 
genotype-by-environment interaction for poultry data summa- 
rized by Muir (1986)" 

Type of interaction Sum of squares 

Heterogeneous variances 159.9 
Imperfect correlation 269.1 

Total 429.0 

Method 1 is based on the variance among genotypes within 
the jth environment 

Table 9. Yields of five barley genotypes in six environments 
(locations) summed over 2 years and three plots a 

Genotype Environment 

1 2 3 4 5 6 

Manchuria 161.7 247.0 185,4 218.7 165.3 154.6 
Svansota 187.7 257.5 182.4 183.3 138.9 143.8 
Velvet 200.1 262.9 194.9 220.2 165.8 146.3 
Trebi 196.9 339.2 271.2 266.3 151.2 193.6 
Peatland 182.5 253.8 219.2 200.5 184.4 190.1 

a Summarized from Yates and Cochran (1938) 

Table 10. Sums of squares from partitioning of the genotype- 
by-environment interaction for barley data into types of interac- 
tion a 

Type of interaction Method 1 Method 2 

Heterogeneous variances 318.0 771.8 
Imperfect correlation 1,159.7 705.8 

Total 1,477.7 1,477.7 

a Method 1 is based on the variance among genotypes within 
thejth environment. Method 2 is based on the variance among 
environments within the ith genotype 

mental effect becomes fixed, and specialized cultivars 
could be developed for each. 

However, if specialized features of each location can- 
not be identified, the next best procedure is to character- 
ize each cultivar as to stability and adaptability. Parti- 
tioning by each genotype, as shown in Table 11, is needed. 
From comparison of SS (G x E)i , cvs 'Trebi' and 'Peat- 
land' were least stable based on the first definition of 
stability. In contrast, comparisons based on SS (IC)i show 
that 'Peattand' was the most stable while 'Trebi' remained 
the least stable. Examination of the data verify these 
conclusions. 'Peatland' was best adapted to poor envi- 
ronments and did not show corresponding improvements 
with better environments. Thus, 'Peatland' was stable in 
the sense of not being sensitive to changing environments. 
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Table 11, Sumofsquares for partitions ofthegenotype-by-envi- 
ronment interaction within genotype into types of interaction by 
Method 2 for barley data 

Genotype Type of interaction Total Environ- 
mental 

Hetero- Imperfect variances 
geneous correla- 
variances tions 
SS (HV)i SS (IC)i SS(G x E)i a 2 

Manchuria 94.6 128.9 223.5 1,350 
Svansota 77.4 136.8 214.2 1,810 
Velvet 79.1 139.7 218.8 1,686 
Trebi 339.5 183.5 523.0 4,665 
Peatland 181.2 117.0 298.2 751 

Total 771.8 705.9 1,477.7 

Compar isons  based on environmental  variance, a~, 
gave similar rankings as SS (IC)i. Because all of the culti- 
vars responded in a similar direction to alternative envi- 
ronmenta l  factors, differences in correlations between 
pairs is not  a major  factor, and hence the main influence 
on SS (IC) i is due to differences in a~. 

'Trebi '  was best adapted  to good environments,  but  
also showed the greatest sensitivity, thus 'Trebi'  was con- 
sidered unstable. However,  if environments were a ran- 
dom sample of all possible environments in which the 
cultivars could be grown, the cultivars would have been 
planted in p ropor t ion  to the expected environmental  ex- 
posure. In that  case, the best a l l -around cultivar is simply 
the one that gives the highest average yield; in this case, 
'Trebi'.  However,  the highest average yield may not  be as 
impor tant  as having a 'guaranteed '  yield, i.e., a stable 
cultivar. This proper ty  is part icular ly true in lesser devel- 

oped countries. 
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